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Abstract 
Exact estimation of evapotranspiration is an 
important parameter in water cycle, study, design 
and management of irrigation systems. In this 
study, the efficiency of intelligent models such as 
fuzzy rule base, fuzzy regression and Artificial 
Neural Networks for estimating daily 
evapotranspiration has been examined and the 
results are compared to real data measured by 
lysimeter on the basis of a grass reference crop. 
Using daily climatic data from Ekbatan station in 
Hamadan in western Iran, including maximum 
and minimum temperatures, maximum and 
minimum relative humidities, wind speed and 
sunny hours, evapotranspiration was estimated by 
the aforementioned intelligent models. The 
predicted evapotranspiration values from fuzzy 
rule base, fuzzy linear regression and artificial 
neural network provided root mean square error 
(RMSE) of 0.72, 0.86 and 0.74 mm/day and 
determination coefficient (R2) of 0.88, 0.86 and 
0.84, respectively. The fuzzy rule base was hence 
found to be the most appropriate method 
employed for estimating evapotranspiration.  

 
Keywords: Evapotranspiration, Fuzzy rule base, 
Fuzzy regression, Artificial neural network. 
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  چکیده
ترین اجزاء مطالعه سیکل هیـدرولوژي   تعیین تبخیر تعرق واقعی یکی از مهم

درایـن تحقیـق   . هـاي آبیـاري کشـاورزي اسـت     و طراحی و مدیریت سیستم
هاي هوشمند مثل منطق فازي، رگرسیون فازي و شبکه عصـبی   کارایی مدل
ي تخمین تبخیر و تعرق روزانه را بررسی و بـا مقـادیر واقعـی و    مصنوعی برا
گیري شده در سیستم بر اسـاس گیـاه مرجـع چمـن در منطقـه       مشاهده اندازه

هاي مـورد اسـتفاده    داده. اکباتان همدان در غرب ایران مقایسه گردیده است
هاي هوشمند عبـارت اسـت از حـداکثر و حـداقل درجـه حـرارت،        در مدل

نسـبی، سـرعت بـاد و سـاعت آفتـابی در ایسـتگاه        داقل رطوبتحداکثر و ح
در سه روش منطق فازي، رگرسیون فازي  Rmseمقدار . هواشناسی همدان

متر  میلی 74/0و  86/0، 72/0عصبی مصنوعی به ترتیب برابر با   و روش شبکه
بر . باشد می 84/0و  86/0، 88/0به ترتیب برابر  R2چنین مقدار  در روز و هم

هـاي   اساس نتایج بدست آمده روش منطق فازي بهترین روش در بـین مـدل  
  . باشد هوشمند استفاده شده براي برآورد تبخیر و تعرق روزانه می

  

تبخیر و تعرق روزانه، منطق فازي، رگرسیون فـازي، شـبکه    :کلمات کلیدي
  .عصبی مصنوعی
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Introduction  
The process of evapotranspiration (ET) is an important 

part of the water cycle and as such, its exact estimation 

is required for designing irrigation systems and 

managing water resources.  Accurate estimation of ET 

is crucial in agriculture since over-estimation causes 

the waste of valuable water resources while its 

underestimation leads to the plant moisture stress and 

decrease in the crop yield. Estimation methods 

developed over the past few decades ranges from 

simple ones such as Blany-Criddle and complex ones 

which use physical processes like the Penman 

compound method (Najafi, 2004). Penman used 

parameters such as the dynamic of evaporation, 

intensity of net radiations and surface aerodynamic 

characteristics. Montieth later improved this by 

considering plant daily resistance and presented 

Penman-Montieth equation (1965). Several 

researchers studied the validation of these equations 

(Alen et al., 1986, 1998).  Jenson et al., (1990) 

compared twenty such methods with the results of 

lysimeters in 11 stations at different parts of the world 

with various climates and concluded that in all 

climates the Penman-Montieth method gave the best 

results.  In recent years, intelligent models such as fuzzy 

rule base model (FRBM) and Artificial Neural Networks 

(ANN) or a combination of them have been employed for 

estimating ET (Teshnehlab et al., 2006).   

Burten et al., (2000) used ANN and estimated 

daily evaporation from pan evaporation by 2044 data 

gathered from various places all over the world from 

1992 to 1996. Input data included precipitation, 

temperature, relative humidity, solar irradiance and 

wind speed. Compared with multiple linear regression 

methods such as the one proposed by Priestley-Taylor 

(1972), ANN provided the least error of 1.11 mm/day 

in ET estimation.  Odhiambo et al., (2001) compared 

the results from FRBM with those of Penman-

Montieth and Hargreaves-Samani methods (1994 & 

1985) and used two fuzzy rule based models, in which  

 

solar irradiance and relative humidity were the input 

data in the first model (FRBM-1) and wind speed was 

also added in the second (FRBM-2). Comparison with 

the lysimeter data, the standard error for FRBM-1, 

FRBM-2, Penman-Montieth and Hargreaves- Samani 

was found to be 0.73, 0.54, 0.50 and 0.66 mm per day, 

respectively. It can be seen that FRBM-2 and Penman-

Montieth yield a similar error despite the fact that the 

number of input parameters was less in FRBM-2.  

Shayannejad et al, (2007) used Fuzzy Linear 

Regression (FLR) for ET estimation in Hamadan 

(Iran) and demonstrated that FLR gave a higher 

determination coefficient (R2) with less error than 

Penman-Montieth method.  

 

Materials and Methods 
Meteorological Station 

The necessary climatic data for this research was 

provided from Ekbatan meteorological station, near 

Hamadan, West of Iran. This station has a longitude 

48° and 32  ̋North, and a latitude 34° and 52  ̋East, and 

an elevation of 1730m above sea level. The climate 

can be described as semi-arid and cold according to 

Kopen’s classification. Maximum and minimum daily 

air temperature is 40°C and -34°C respectively. The 

average annual rainfall during the period of 1983-2003 

has been 312.3mm. A 1m∗2.25m∗1.2m lysimeter 

equipped with drainage was used to measure ETP with 

a grass reference crop. The soil characteristics could 

be described as: alkaline, deep, medium to heavy 

texture, electric conductivity of 0.35 to 0.65 deci 

siemens per metre and specific gravity of 1.74-1.91 

gram per cm3. A layer of 20cm thickness gravel 

consisting of various sizes covered the slopped bottom 

of the lysimeter at the station and soil was added in 

separate horizontal layers. Daily ET was obtained 

using water balance model measuring water input and 

output and soil humidity.   
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Table 1 - Comparison of membership functions type used in FRBM. 

 

Number 

Membership Function 

Type 

 

RMSE 

 

R2 

1 TRI-MF 0.72 0.88 

2 TRAP-MF 1.21 0.751 

3 GBELL-MF 1.43 0.786 

4 GAUSS1-MF 2.01 0.735 

5 GAUSS2-MF 1.74 0.794 

Membership Function Type: TRI: triangular, TRAP: Trapezoid, GBELL: generalized bell, GAUSS, GAUSS2-MF: Gaussian 

Models Employed  

In this study three intelligent models FRBM, FLR and 

ANN were used to estimate the potential 

evapotranspiration and they were evaluated using the 

lysimeter data.  

 

Fuzzy Rule Base  
Fuzzy rule-based models developed by Lotfizadeh 

(1965) for handling imprecise information, have found 

important applications in various fields, including 

water based systems, over the last five decades. 

Introduction of Linguistic Terms (LT) by Fontane et 

al., (1997) and application of complex mathematical 

models by Bárdossy et al. (1995), Pesti et al. (1996) 

and Abebe et al. (2000) have established this 

methodology as a reliable tool for predicting water 

resource parameters. An FRBM contains membership 

functions of fuzzy sets constructed on the range of all 

the inputs to the model. The model matches the input 

and output, which also contains membership 

functions, with fuzzy rules (Abebe et al., 2000). In this 

study, as suggested by Bárdossy and Duckstein 

(1995), following a local search on the four available 

membership functions of triangular, bell-shaped, 

dome-shaped and inverted cycloid, the triangular input 

membership function was selected based on the lowest 

 

 root square mean error (RSME) of 0.72 and highest 

R2 of 0.88 as shown in Table 1. 

 

FRBM Design 
In the design of the FRBM, six inputs containing 

minimum and maximum daily temperature (Tmin, 

Tmax), minimum and maximum daily relative air 

humidity (Rhmin, Rhmax), daily wind speed (U),  as well 

as daily sunny hours (N) were considered and ET was 

the model output. In order to establish the rule-bases, 

40 lines of the data containing inputs and outputs were 

selected randomly.  

Five FRBM models (FRBM-1 to FRBM-5) were 

defined based on the quantity of linguistic terms and 

also, the type and number of input parameters 

mentioned above (see Table 2). Using six similar input 

parameters, FRBM-1, FRBM-2 and FRBM-3 have 

been defined with 2, 3 and 5 LT respectively, and as 

suggested by Figures 1 to 6, FRBM-1 with 2 LT 

showed the least RMSE of 0.733.  FRBM-4 and 

FRBM-5 were thus defined using 2 LT but different 

types and number of input parameters.  Based on the 

results demonstrated in Table 2, FRBM-1 with the 

lowest RMSE, with a triangular input membership 

function and 2 LT was selected as the best FRBM for 

this study.   
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Table 2 - Characteristics of various FRBM’s defined for this study. 

parameters FRBM-1 FRBM-2 FRBM-3 FRBM-4 FRBM-5 

Minimum 
temperature 

* * *  *  

Maximum 
temperature 

* * *  * 

Minimum 

humidity 
* * * *  

Maximum 

humidity 
* * * *  

Wind speed  * * * * * 

Sunny hour  * * * * * 

Mean relative  
humidity  

   *  

Mean 
temperature  

    * 

RMSE mm/day  0.733 0.874  0.92 0.98 1.02 
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Figure 1 - (A): Membership function, model FRBM-1, with two linguistic terms. 

Figure 2- (B): RMSE for model FRBM-1, with two linguistic terms. 
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Figure 3- (A): Membership function, model FRBM-1, with three linguistic terms. 

Figure 4- (B): RMSE for model FRBM-1, with three linguistic terms. 
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Figure 5 - (A): Membership function, model FRBM-1, with five linguistic terms. 

Figure 6 - (B): RMSE for model FRBM-1, with five linguistic terms. 

 
 

 
 

 
 

 
 

 
 

 
 

 

  

  

  

  

 

  

 
 

 

 
Artificial Neural Network Method  
The modern thinking about ANNs began in the 1940s 

with the work of McCulloch and Pitts.  ANNs are 

mathematical models consisting of highly 
interconnected processing nodes or elements (artificial 

neurons) under a pre-specified topology (sequence of 
layers or slabs with full or random connections 

between the layers). In the 1950s Rosenblatt built 
many variations of a specific type of early neural 

computational models called perceptron networks and 
developed associated learning rules which led to the 

introduction of first practical application of ANN. 
They have been used extensively since 1980’s in a 

variety of diverse real world applications (Benardos 
and Kaliampakos, 2004). In this work, the multi-layer  

 

 

 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

 
 

 
 

 
 

 
perceptron network has one input layer (with three 

processing elements), one hidden layer (with two 
processing elements) and one output layer (with one 

processing element).  

 
Fuzzy Linear Regression  
In regression analysis, the best mathematical 

expression describing the functional relationship 
between one response and one or more independent 

variables is obtained. Following the introduction of the 
fuzzy theory by Lotfizadeh, the fuzzy regression 

model (FLR) was developed by Tanaka et al. (1982) in 

which the fuzzy uncertainties of dependent variables 
with the fuzziness of response functions were 

explained. Based on the conditions of variables, there 
are three categories of FLR: a) input and output data 
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Table 3 - Linear programming model for solving linear regression with non-fuzzy observations. 

Fuzzy regression:  nn xAxAxAAy ~...~~~~
22110 ++++=    

function:                                                 ij

m

j

n

i
i xc∑∑

= =

+
1 1

0mc:Minimize           

Limits:                                                     [ ] jijiiji yxcchxpp ≤+−−+ ∑∑ 00 )1(   

                                                                   [ ] jijiii yxcchxpp ≥+−++ ∑∑ 00 )1(   

 

are both non-fuzzy numbers, b) input data is non-fuzzy 

number but output data is fuzzy number, and c) input 

and output are both non-fuzzy numbers (Buckley, 
2007). Estimation of FLR, although it has been the 

subject of continuous research, is often carried out by 
two techniques, namely fuzziness minimization by 

numerical method using linear programming (as 
suggested by Tanaka, 1982) and deviation 

minimization between the estimated and observed 
outputs, sometimes referred to as the fuzzy least 

square method (Diamond, 1988).   
FLR has been used where the response variable is 

in intervals. By taking the mean or mode, the interval 
value can be changed to crisp values but at a cost of 

losing useful information about the spread. Hence, no 
proper interpretation of the fuzzy regression interval 

can be made (Wang and Tsaur, 2000) Tanaka’s 
approach, referred to as a possibilitic regression has 

also been criticized both for not being based on sound 

statistical principles (Prajneshu, 2008) as well as 
creating computational difficulties when large number 

of data points is encountered (Chang and Ayyub, 
2001; D’Urso, 2003).  Peters (1994) complains about 

Tanaka’s model being extremely sensitive to the 
outliers. Kim et al., (1996) reported that fuzzy linear 

regression (FLR) may tend to become multicollinear 
as more independent variables are collected. The 

drawback with the fuzzy least square method, on the  
 

other hand, is the spread of estimated response 

increases as the magnitude of explanatory response 

increases, even though the spread of observed 
responses is roughly constant or decreasing.  To 

overcome this, Kao and Chyu (2002) proposed a “two-
stage” approach for fitting fuzzy linear regression 

(FLR) through the fuzzy least square approach and 
showed superiority over Diamond’s procedure.  This 

approach is discussed by Singh et al. (2007) and 
relevant nonlinear computer programs, such as 

LINGO, have been developed to solve such cases.  As 
far as fuzzy nonlinear regression is concerned, 

Buckley and Feuring (2000) proposed “evolutionary 
algorithm solutions” in which, for given fuzzy data, 

algorithm searches from a library of fuzzy functions 
(including linear, polynomial, exponential and 

logarithmic) one which would fit the data.  In this 
study, using HYDROGENERATOR and LINGO 

software, a fuzzy possibilistic model was employed in 

which coefficients are fuzzy, while inputs and outputs 
are non-fuzzy observational. The model used may be 

represented by the following equation: 

nn xAxAxAxAAy ~........~~~~~
3322110 +++++=  

where,  nAAA ~,...,~,~
10 are fuzzy coefficients and 

nxxxx ,...,,, 321 are observational input variables 

which are normal numbers and ỹ is the fuzzy output 

for each variable n. Table 3 shows the object function 
and the restrictions used for the FLR in this work. 
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Results 
For calculating ET in the Penman-Mantis method and 
Fuzzy regression, Excel and MATLAB software are 

used, respectively. RMSE and R2 were used for 

validation and approval of the results.   
 

Sensitivity Analysis 
A sensitivity analysis was required to indicate which 

one of the input parameters plays a more important 
role in defining the ET in the models. This is carried 

out in the two following methods: addition of input 
parameters and removal of input parameters. 

Accordingly, whichever parameter whose addition or 
removal would cause the most reduction in RMSE 

would be identified as the most sensitive parameter. In 
this work, using the latter approach, one of the six 

input parameters was removed at a time and the 
corresponding RMSE was calculated as shown in  

 

Table 4. Maximum temperature was therefore found to 

be the most sensitive parameter in all methods used 

while, the sunny hour showed the least sensitivity in 
FRBM, and maximum relative humidity was the least 

sensitive for ANN and FLR. 

 

Discussion  
RMSE and R2 were used to select the best method to 

determine ET amongst FRBM, ANN and FLR. As can 
be seen from Table 4, the results indicate that R2  does 

not vary much (0.83 to 0.88), while RMSE alters more 
so that the least RMSE relates to the FRBM model 

with two linguistic terms (FRBM-1), followed by 
ANN, FLR, FRBM-2, FRBM-3, FRBM-4 and FRBM-

5, which showed a higher RMSE (RMSE altered in the 
range of 0.72 to 1.02).   

Table 4 - Sensitivity analysis. 

Input Parameters 
FRBM 

RMSE(mm/day) 
ANN 

RMSE(mm/day) 
FLR 

RMSE(mm/day) 
Tmin, Tmax, RHmin, RHmax, U, n 0.72 0.74 0.86 

Tmin, Tmax, RHmin, RHmax, n 0.93 0.77 0.95 

Tmin, Tmax, RHmin, RHmax, U 0.83 0.84 0.89 

Tmin, Tmax, RHmin, U, n 0.96 0.75 0.87 

Tmin, Tmax, RHmax, U, n 1.16 0.76 0.94 

Tmin, RHmin, RHmax, U, n 1.47 1.1 1.2 

Tmax, RHmin, RHmax, U, n 1.39 0.94 0.96 

 
 

Table 5- Comparison of RMSE and R2 for ANN, FRM and FRBM. 

parameter FRBM-1 FRBM-2 FRBM-3 FRBM-4 FRBM-5 ANN FLR 

RMSE(mm/day) 0.72 0.87 0.92 0.98 1.02 0.74 0.86 

R2 0.88 0.86 0.83 0.84 0.83 0.84 0.86 
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Figure 7 - Comparing observed and estimated ET 
using the FRBM–1 model. 
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Figure 8 - Comparing observed and estimated ET 
using the ANN model. 
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Figure 9 - Comparing observed and estimated ET using the FRM model. 
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Considering Figures 7, 8 and 9 in which the 

observed and estimated ET are demonstrated using the 

three models FLR, FRBM and ANN, the fuzzy rule- 
 

based model proved to be the best method and is 

proposed to be used for ET estimation of the region.  

 
 

 

 
 

 
 

 



¡     ¡ 
  1389زمستان   ،ـطی  سال هشتم،  شماره دومیـمح عـلـوم 

ENVIRONMENTAL  SCIENCES  Vol.8,  No.2, Winter 2011 

9 

References 
Allen, R.G. (1986). A penman for all season. Irrig and 

Drain,112(4): 348-368 

Allen, R.G., L.S., Pereira, D., Raes and  M. Smith 

(1998). Crop Evapotranspiration - Guidelines for 
Computing Crop Water Requirements. FAO 

Irrigation and drainage paper 56. Rome, Italy: 
Food and Agriculture Organization of the United 

Nations. 

Bardossy, A. and L. Duckstein (1995). Fuzzy rule 

based modeling with application to geophysical, 
biological and engineering systems. Boca Raton: 

CRC Press.  

Bardossy, A., I. Bogardi and L. Duchkstein 

(1990).Fuzzy regression in hydrology.Water 
Resources Research, 26: 1497-1508. 

Benardos, P.G. and G.H.C. Vosniakos (2002). 
Prediction of surface roughness in CNC face 

milling using neural networks and Taguchi's 
design of experiments. Robotics and Computer-

Integr, 18 (5-6): 343-354. 

Bernhard, S. (2002). On-line and indirect tool wear 
monitoring in turning with artificial neural 

networks: A review of more than a decade of 
research, Mech. Syst. And Singal Processing, 16 

(4): 487-546. 

Bruton, J.M., R.W. McClendon and G. Hoogenboom 

(2000). Estimating daily pan evaporation with 
artificial neural network. Trans, 43(2): 492-496. 

Buckey J.J. and T. Feuring (2000). Universal 
approximators for fuzzy functions. Fuzzy set and 

systems, 113: 411-415. 

Buckley, J.J. (1985). Fuzzy hierarchical analysis. 

Fuzzy Sets and Systems, 17 (3): 233-247. 

Buckley, J.J. and E. Eslami (2002). Fuzzy 

Mathematics in Economics and Engineering. 
Germany: Physica Verlag Heidelberg. 

Chang, Y.H.O. and B.M. Ayaaub (2001). Fuzzy 

regression methods - a comparative assessment: 

Fuzzy Sets and Systems, 119 (2): 187-203. 

Chang, Y.H.O. and B.M. Ayyub (2001). Fuzzy 
Regression Methods-A Comparative Assessment. 

Fuzzy Sets and Systems, 119 (2): 187-203. 

Diamond, P. (1988). Fuzzy least squares. Information 

Sciences, 46 (3): 141-157. 

Fontane D.G., T.K. Gates and E. Moncada (1997). 

Planning reservoir operations with imprecise 
objectives. Journal of Water Resources Planning 

and Management, 123 (3): 154-162 

Hargreaves, G.H. (1994). Simplified coefficients for 

estimating monthly solar radiation in North 
America and Europe. Departmental Paper, Dept. 

of Biol And Irrig. Engrg., Utah State University, 
Logan, Utah. 

Hargreaves, G.H. and Z.A. Samani (1985). Reference 
crop evapotranspiration from temperature. 

Transaction of ASAE, 1(2):96-99. 

Hargreaves, G.H. and Z.A. Samani (1982). Estimating 
potential evapotranspiration. J. Irrig. and Drain 

Engr., 108(IR3):223-230. 

ASCE (1990). Evapotranspiration and irrigation water 

requirements. Jensen, M.E., R. D. Burman, R. G. 
Allen. ASCE. Manuals and reports on 

engineering practice. New York: NY, USA. 

Kao, C. and C.L. Chyu (2002). A Fuzzy linear 

regression model with better explanatory power. 
Fuz. Sets. Syst. , 126: 401-09. 

Kim, K.J., H. Moskowitz and M. Koksalan (1996). 
Fuzzy versus statistical linear regression. 

European Journal of Operational Research, 92 
(2): 417-434. 

Lohani, A.K., N.K. Goel  and K.K.S. Bhatia (2006). 
Takagi-Sugeno Fuzzy Inference System for 

Modeling Stage-Discharge Relationship. 
Hydrology, 333: 146-160. 



¡     ¡ 
  1389زمستان   ،ـطی  سال هشتم،  شماره دومیـمح عـلـوم 

ENVIRONMENTAL  SCIENCES  Vol.8,  No.2, Winter 2011 

10 

McCulloch, W.H. (1943). A logical calculus of the 

ideas immanent in nervous activity. Bulletin of 

Mathematical Biophysics, 5: 115-133. 

Monteith, J.L. (1965) Evaporation and environment. 

Symp. Soc. Exp. Biol, 19: 205-224. 

Najafi, P. (2004). Computerize model of plant 

evapotranspiration by using of Hargrives Samani 
method in different points of IRAN: Design 

Research of Khorasgan Azad University. 

Odhiambo, L.O., R.E. Yoder, D.C. Yoder and J.W. 

Hines (2001).  Optimization of fuzzy 
evapotranspiration model through neural training 

with input-output examples. Transactions of the 
ASAE, 44(6): 1625–1633. 

Odhiambo, L.O., R.E. Yoder and D.C. Yoder 
(2001). Estimation of refererence crop 

evapotranspiration using fuzzy state 
models.  Transactions of the ASAE, 44(3): 543–550. 

Pesti, G., B.P. Shershta, L. Duckstein and I. Bogardi 

(1996). A Fuzzy rule based approach to drought 
assessment. Water Res. Research, 32 (6): 1741-

1747. 

Peters, G. (1994). Fuzzy linear regression with fuzzy 

intervals, Fuzzy sets and Systems, 63 (1): 45-55. 

Prajneshu (1976). A Stochastic model for two 

interacting species. Stochastic processes and their 
applications, 4: 271-282. 

Priestley, C.H.B. and R.J. Taylor (1972). On the 
Assessment of Surface Heat FRBMux and 

Evaporation Using Large-Scale Parameters. 
Monthly Weather Rev, 100: 81–91. 

Shayannejad, M. and  S.J. Saadatinejad (2007). 
Determining of evapotranspiration by using of 

Fuzzy regression method. Journal of Wat. 
Resources Research, 9:1-9 

Singh, R. K., Prajneshu and H. Ghosh (2007). A two-
stage fuzzy least squares procedure for fitting von 

Bertalanffy growth model. 

Tanaka, H., S. Uejima and K. Asia (1982). Linear 

regression analysis with fuzzy model, IEEE 

Transactions on Systems, Man and Cybernetics, 
12 (6): 903-907. 

Vang, L. (2005). Fuzzy and fuzzy control systems 
(Trans: Mohammad Tasne Lab, Nima Safapour, 

Daryoosh Afyoni), University of Khaje 
Nasireddin-e Toosi.  

Wang, H.F. and R.C. Tsaur (2000). Insight of a fuzzy 
regression model. Fuzzy Sets and Systems, 112 

(3): 355-369. 

Yurkovich, S. and Kevin M. Passino (1999). A 

Laboratory course of fuzzy control, IEEE 
Transaction on Education, 42: 15-21. 

Zadeh, L.A. (1965). Fuzzy set. information and 
control, 8: 338-353. 

 
  


